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Reference architectures in on-premises networks
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Overlay vs underlay
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IP Network

Cloud Overlay (SDN)

User traffic
User overlay (IPsec, VXLAN, GENEVE)



The age of cloud computing
1st gen cloud networking



EC2 Classic

6

Internet

Region Region

A

B

C
A

C C

DA

10.12.24.10

10.12.24.15

10.12.94.88

10.12.50.7

10.35.6.25

NAT NAT

10.35.34.150

10.35.107.66 10.35.5.210

NAT: 54.12.24.54

NAT: 54.14.77.21

NAT: 54.14.77.21
NAT: 54.231.77.15

NAT: 1.24.56.210 NAT: 1.4.23.7

NAT: 1.150.23.24NAT: 1.170.66.5



Farewell
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https://aws.amazon.com/blogs/aws/ec2-classic-is-retiring-heres-how-to-prepare/

https://aws.amazon.com/blogs/aws/ec2-classic-is-retiring-heres-how-to-prepare/


VPCs everywhere
2nd gen cloud networking



9

Virtual Private Cloud
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Amazon VPC example
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VPC

AWS Region

VPC

AWS account

Private subnet

Public subnet

10.1.1.0/24

Private subnet

10.1.2.0/24

10.1.3.0/24

Public subnet

10.1.4.0/24

The VPC only exists within:
• One AWS Account
• One AWS Region

You can have many VPCs in 
each account and region

The VPC spans multiple 
availability zones in a region

VPC Subnet is confined to a 
single availability zoneEC2 Instance

EC2 Instance

EC2 Instance

EC2 Instance

Availability Zone 1 Availability Zone 2

10.1.0.0/16 & IPv6 optional

Flow logs

Can enable VPC Flow logs for 
traffic flow data



Building upon success
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Azure VNet
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Azure
Region

VNet-A 10.0.0.0/16, 192.168.0.0/16

Subnet-1 10.0.0.0/24

VM-11

VM-12

VM-13

Subnet-2 192.168.0.0/24

VM-21

VM-22

VM-23

Subnet-3 10.0.1.0/24

NVA-31

NVA-32

Deny traffic 
from VM-23

Deny traffic to 
Subnet-2

Internet

To NVA-31

ILB

To ILB

AZ-1

AZ-2

To AzFW

Azure Firewall
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IP network fabric (CLOS)

VPC on the wire
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Host A Host B

VPC Encapsulation (overlay)

Your IP packet

Instance A Instance B

VPC

VPC processing VPC processing



Hub and Spoke
3rd gen cloud networking



• Hub and Spoke Architecture for Cloud
• Provides connectivity for intra-VPCs/VNets/VCNs
• Works inside a region
• May need one or many transits in a single region

Purpose of Transit in Cloud Networking
• Connects multiple cloud regions

• Point of insertion for rich services (FWs)

• Connects to on-prem locations

Transit-1
(Region A)

Spoke-1 Spoke-2 Spoke-n

Transit-3
(Region B)

Spoke-1 Spoke-2 Spoke-n

Transit-2
(Region A)

Spoke-a Spoke-b Spoke-n

Data Center Branches

Primary Region DR or Secondary Region

Prod
Test QA
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Transit VPC
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Managed network services
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Multi-cloud?
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Cloud Exchange

VPC VPC

Region 1

Region 2

VNET VNETVPC VPC

Private interconnect

Region 3

VPCVPC
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Going with native
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https://blog.cloudtrooper.net/2022/04/11/tunnels-between-clouds/

https://blog.cloudtrooper.net/2022/04/11/tunnels-between-clouds/


Multi-cloud networking 
software (MCNS)
4th gen cloud networking
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Data
Centers

Branch
Offices

Remote
Users

Partners &
Customers

Network and Security Complexity
• Single or Multi-Cloud
• Consistency Across Clouds
• Available security features

Skills Gap
• Different Native Constructs
• Lack of Automation across clouds
• Keeping up with new features

Explosion of Cloud Connectivity Options
• Connectivity to the cloud
• SD-WAN
• Encryption

Observability and Troubleshooting
• Different and limited across clouds
• Multi-Cloud Visibility
• Flying Blind across clouds

Networking challenges in multi/poly/super cloud
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Gartner Hype Cycle for Enterprise Networking, 2022

“MCNS enables the design, deployment and operation of a network in multiple public cloud environments. 
MCNS products enable consistent networking policy, network security, governance and network visibility 
across multiple cloud environments via a single point of management.”
Reference: https://blogs.gartner.com/andrew-lerner/2022/04/21/multicloud-networking-software-mcns/

https://blogs.gartner.com/andrew-lerner/2022/04/21/multicloud-networking-software-mcns/
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Common use cases for MCNS

10.0.0.0/16

Egress FQDN 
Filtering

Multi-Cloud
Transit

Consistent
Service Insertion

(NGFW)

Route limits
Route maps

Traffic engineering
Encryption

Data Center-to-Cloud

High-Availability
Hub-n-Spoke

Visibility & Operations

Overlapping IPs

Advanced
NAT

10.0.0.0/16

Internet

10.0.0.0/16

Compliance
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Multi-Cloud Networking and Security
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VPC VPC VCN VCN

Region 1

Region 2

VPC VPCVNET VNETVPC VPC

VPC VPC

INTERNET

Private interconnect



Multi-Cloud Networking and Security

25

VPC VPC VCN VCN

Region 1

Region 2

VPC VPCVNET VNETVPC VPC

VPC VPC

INTERNET

Private 
interconnectCloud Access Layer

Data Center
Branch
Partner
Users

SD-WAN
MPLS
AWS Direct Connect
Azure ExpressRoute
GCP Cloud Interconnect
Encrypted Access
Internet Backhaul

WAN Optimization
NGFW
Intelligent Edge
5G
IoT
AI Devices
Autonomous Systems

Cloud Security 

Network Segmentation

End-to-End Encryption

High-Performance Encryption

Secure Egress FQDN
Secure User Access
Secure Site-to-Cloud

DC-to-Cloud Encryption

Cloud Operations

Automation Packet Capture
Troubleshooting Health Analysis
Capacity Planning Multi-Account support
Orchestration Visibility and Control
Logging Alerting
Flow Analysis                   Monitoring

Core Transit Backbone 
Layer

Access Routing
Aggregation Routing
Core Routing
L4 FW
NGFW
LB

Storage
SaaS
Vendor Links
Multi-Region
Multi-Cloud
WAN Optimization
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Key take aways
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• Cloud networking is continuously evolving

• Major cloud providers don’t make multi-cloud connectivity easy

• Service providers and MCNS are saving the day 

• Cloud hub and spoke is the new spine-leaf repeatable architecture
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