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Did You Drop Something?

Fast carrier DDoS detection & mitigation, at scale.
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This is the story of how the Swoop IP Transit
network evolved over the past 7 years to deal
with emerging and evolving DDoS threats.

2017 2019
What is this mess! V3 - success
2022
2015 2018 Welcome to the future
International network Quick fix

and the first iteration
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What is a DDoS?

Open DNSresolvers

DNS Requests: 30 bytes

@)

Attacker @

Source IP: Victim%

We probably all know the basics...

DNS Responses:
500 bytes




What can we as a service provider
(the innocent middleman), hope to do about
this?

Protect our network

Use our budget wisel React quickl
and customers 9 v 9 y
Stop the pipes being The budget: $0.00 Less than 10 seconds to
overwhelmed detect and mitigate

swOCop
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The case for
"roll-your-own"

Inline hardware solutions
have drawbacks...

...ahd we had a guy that
writes code

swCop
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The year was 2015...

We had just begun to expand
globally, with our first international
PoPs established in CoreSite LA1
and Telehouse in London




The first iteration:
“Hammer”

« Written in NodeJS

« Brocade CER-RT based IP network
limited to only sFlow

« Low Network Edge Capacity




Scrubbing Provider

Third-party Networks /

Legitimate Traffic

Mitigation Approach
Forge (Hijack) a new route in BGP for the /24 of the attacked /32 o

Set NEXT_HOP to the original prefix’s NEXT_HOP

Karen Lil Timmy
(Reading Conspiracies (Playing CoD)
on Facebook)

Tag it with communities that both cause it to be announced to
the DDoS protection provider, and not announced to any of our

transit or peering

swCop




Don’t do this.

Route hijacking, even for legit
reasons, is bad.

Relying on a third party for
scrubbing is bad.

Stuck and stale routes... are bad.
Rewriting of origin ASN is bad.

Static next hops are, you
guessed it, bad.

swCop
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O PROTECT > Alerting

V4 DDoS - ICMP Flood Attack @) ;ever'tv
ajor
An ICMP flood s a denial-of-service attack in which the attacker attempts to overwhelm a targeted host with ICMP echo-request packets,
= u causing the target to become inaccessible to normal traffic. When the attack traffic comes from multiple... Show More @© starting Time
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[0) LIBRARY > Alert Dashboards > Attack I~ Fullwidth | ‘G Refresh v Actions v = Query

packetsfs —

* Fortunately, at the time, we used Kentik for their
awesome traffic analysis, but they also offered . i
an “alerting and actions” architecture for DDoS
detection and mitigation 3 -
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- 2022-03-27 to 2022-03-28 UTC (5 minute intervals) 2022-03-27 to 2022-03-28 UTC (5 minute intervals)
e.g. for common DRDoS source ports to a single - i e
58558 (58558/tcp 58560 (58560/tcp 50502 (50502/tcp 60830 (60830/tcp 59512 (59512/tcp 60118 (60118/tcp 10123 (10123/tcp 55564 (55564/tcp
Kpack @ 43774 (43774ftcp @ 61858 (61858/tcp

IP address exceeding 50Mbps, and then take an
action (at the time, only blackholing was

a va i I a b I e) Destination Average 95th Percentile Max Last Datapoint Source Average 95th Percentile Max Last Datapoint
IP/CIDR packets/s v packets/s packets/s  packets/s IP/CIDR packets/s v packets/s packets/s  packets/s
Total 1,083.15 3,996.41 17,832.32 71278 Total 108315 3,996.41 17,832.32 71278
10.3108.6/32 (- ) 1,08318 (100.00%) 3,996.41 17,832.32 71277 (100.00%) 101193/32 (-) 302417 (2790%) 40728 1716557 31991 (44.88%)
Total of Top 1 108318 3,996.41 17,832.32 71277 10.3109.24/32 (- ) 184.28 (17.01%) 309.67 7,068.13 197.28 (27.68%)

*  While this was a HUGE improvement on our 5-10
minutes, we still wanted faster

10.21.98/32 (-) 4970 (4.59%) 9814 14950 1216 (15.74%)

1027.32/32 (-) 2572 (2.37%) 0.00 360768 0.00 (0.00%)

10210010729 (- 2812 (92091 ann ELYVEE) 000 00004
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2019

(remember no COVID?)




v 1.2G A 310M

bdr101.eqsy3.au

v 1.7G A 28.1M

v 407M A 3 3M

bdr101.s1.au







ALLY_INITIATED_CRASH

1s is the first time you've seen this stop error screen,
art your computer. If this screen appears again, follow
2 steps:

. ll'_x.

¥ iﬁ#g

1ical Information:

STOP: 0x000000e2 (Ox00000000, 0x00000000, 0x00000000, Ox00000000




The third iteration:
Sentinel




What are we trying to solve?

Improvements on the previous approaches

No Third-Party Improve Scalability & Use all of our Budget
Scrubbing / No Improve Response Time
Blackholing

(The budget:
...still $0.00)

swOCop




Sentinel

Legitimate Traffic

Edge Routers

Attack Traffic

Flow Data

BGP Flowspec

Docker Swarm

L]

]

Sentinel Containers

Compute Hypervisors

swCop




Infrastructure as Code

O

chris@appdev examples]$ I

sentinel/decode

a gate.Sc

window. frame=

stry.internal/sentinel/judge




Scalingd!

(or, how to burn CPU time)




How fast is it?
World-wide mitigation in under 10 seconds

Cisco ASR 1K-x

Cisco NCS 55xx » »

Juniper MX

NetFlow: 0-10s Evaluate: 0-3s Mitigate: 0-2s
Routers gather flow Compare flow data to Export FlowSpec rules
state and export to policies. into BGP, routers install

collector them and start dropping

the rude packets

swOCop




Flexible policies

Policies allow us to define thresholds for specific traffic classes, or attack types

Known DRDoS High PPS Generic TCP, UDP
< 50mbps (and VPN)

swOCop




BGP Flowspec

Flowspec is a BGP extension that allows traffic
rules (match criteria + action) to be propagated

to devices via BGP




What does the customer see?

Session Settings Dashboard
¥ || ¢¥| | Safe Mode | Session:|10.20.2.1

General Ethemet Loop Protect Status Traffic

Tx/Rx Rate: |385.8 kbps | #/1053.1 kbps ’ Cancel

Tw/Rx Packet Rate: (316 p/s /[321p/s [ Apply |

FP Tx/Rx Rate: |Obps /|0bps [ Disabe |

FP Tx/Rx Packet Rate: |0p/s /|0p/s | Comment

Teminal <1>
Tx/Rx Bytes: |8513.9 GiB /12123.7GiB

Tx/Rx Packets: 46320 350 105 /|5607 469 722 : - .
[ Cable Test

Tx/Rx Drops: |0 /285 249 —_—

§ Blink |

Tx/Rx Emors: 0 /10 -_—
Reset MAC Address |

[ New Teminal

@ Dude [
< Make Supout rf

& New WinBox

E e

1 Windows .mnw;m"mmmulililimmhhll ”"mil,i”jm "Lmlu"

=t 0 il




ID and Type
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Protocols Destination Ports

_— 23 '

Source Ports
I UDP . 6565
. 26652
. 33508

B Other

Average Packet Size Average Bytes per Flow Average Packets per Flow

451 bytes 451 bytes 1 packets
Flows

Protocol Origin ASN Source IP Source Port Dest. IP Dest. Port
ubp 4760 116.48146.199 123 6565
ubpP 3462 N4.33243014 123 33508
upp 7552 171.226.235.234 123 26652

ubDP

5£9.125.103.167 123




We DDoS ourselves once an hour

HOW dOeS It pel‘fOI‘m? and measure the network "time-

to-mitigate”

Time-to-Mitigate (seconds) 4

4
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By the numbers
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Attacks by Month

1539

931
I :

January

February

m Attacks m Average Rate, Mbps

1791

1086

March

Attack Type

m DRDoS

PPS m UDP

1,600

Avg. attacks per month

900 Mbps

Average attack size

100.2 Gbps

Largest attack to date

swOCop




Future Improvements

GORNCINCS

Flow Optimization Policy Customization Better Analytics

July 2022 December 2022 December 2022

swOCop




Swoop 2022

=
200+ Gbps 500+ Gbps 50+

Transit Capacity Peering Capacity Datacentre PoPs

Check out our live network map: swoop.com.au/wholesale/network-map




