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Network Requirements 



Infinite 
bandwidth 

No latency Connectivity 
to everything 

Free 
(or cheap) 

Features of a ‘good network’ 



Performance 
Predictability, visibility 

Cost 
related to 1. and 3. 

Security requirements 
DDoS, Encryption Why do we 

need want a 
network? 

IP space 
Limited IPv4, translations are required 
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Atlassian 
Network 
Building 
Blocks 

DX 

Core 

Backhaul 

VPC peering 

DX 
 
Short for Direct Connect 
Redundant pairs of Fibre (4 pairs in some locations) 
Physically connects to AWS infrastructure 
Can advertise default/summary routes 
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Core 
 
Redundant pair of core network routers 
Intersection for all connectivity 
8+ 10Gbps interfaces 
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Redundant pairs of private circuits  
Going to another regions 
Generally 4+ 
Generally 10Gbps 



Atlassian 
Network 
Building 
Blocks 

DX 

Core 

Backhaul 

VPC peering 

VPC peering 
 
AWS service 
Connects 1 VPC to another (prevents the need to 
hairpin data on our routers) 
Some management overhead which we’ve solved  



Atlassian’s Network 



5 
AWS Regions + Physical Points-of-

Presence 



200+ 
Privately Routed VPCs 



~10 
offices 



2 
datacenter cages 



10-40+ 
Gbps 





Atlassian 
Sites // 

Presence 



WHAT IS IN A NETWORK POP?

Internet 

Networking 

• Multiple Redundant 10GB+ AWS Direct Connect 

• 10GB+ Public Connectivity (Tier 1) 

• Links to BU or Components 

• Managed via Ansible 

• x86 Load Balancers 

• Akamai Prolexic or AWS DDOS protection 





NOTES: 

 

• An exaple of a pie chart. 

Network POPs 

Internet 

ASH1 

SC1 

SEA1 

SYD1 DUB1 

AWS EU-WE-1 

AWS US-WE-1 

AWS US-WE-2 

AWS US-EA-1 

AWS AP-SE-2 

AWS EU-WE-1 

MPLS 

MPLS 

MPLS 

AWS 
Softlink 



Softlink – Exposed to the internet 
ap-southeast-2 

VGW BGP 
peerings 

bird 

GRE tunnel 

Free 
Local DX cost 



Softlink – paying VPC peering or EIP fees 
ap-southeast-2 us-west-2 

VGW BGP 
peerings 

bird bird 

GRE tunnel 

Free 
Local DX cost 



Softlink - low cost backhaul via Cloud Provider 
ap-southeast-2 us-west-2 

VGW BGP 
peerings 

bird bird 

GRE tunnel 

Free 
Local DX cost 



Softlink - low cost backhaul via Cloud Provider 
 
Infra cost (1 month): $211 
- 1x r4.large (Sydney): $115.2 
- 1x r4.large (Oregon): $95.76 
Per GB cost (on-prem to on-prem) 
- Sydney to Oregon: $0.02/GB 
- Oregon to Sydney: $0.042/GB 
 
Assumptions: 
- Direct Connects are a sunk cost  

($3240/month for 2x10Gbps) 
- Control-plane traffic and protocol overhead are negligible 
- EBS costs are negligible 
 
 
 

Performance - Sydney to Oregon: 
root@ip-10-117-12-6:/home/ubuntu# iperf3 -c 10.104.9.36 -P 20 -M 1400 
-t 30
(...)
- - - - - - - - - - - - - - - - - - - - - - - - -
[  4]  24.00-25.00  sec  7.50 MBytes  62.9 Mbits/sec    0   1.32 
MBytes       
[  6]  24.00-25.00  sec  8.75 MBytes  73.4 Mbits/sec    0   2.12 
MBytes       
[  8]  24.00-25.00  sec  10.0 MBytes  83.9 Mbits/sec    0   2.13 
MBytes       
(...)

[SUM]  24.00-25.00  sec   171 MBytes  1.44 Gbits/sec
- - - - - - - - - - - - - - - - - - - - - - - - -

Performance - Oregon to Sydney: 
root@ip-10-104-9-36:/home/ubuntu# iperf3 -c  10.117.12.6 -M 1440 -P 20
(...)
- - - - - - - - - - - - - - - - - - - - - - - - -
[  4]   4.00-5.00   sec  8.75 MBytes  73.4 Mbits/sec    0   1.52 
MBytes       
[  6]   4.00-5.00   sec  8.75 MBytes  73.4 Mbits/sec    0   3.04 
MBytes       
(...)

[SUM]   4.00-5.00   sec   178 MBytes  1.49 Gbits/sec
- - - - - - - - - - - - - - - - - - - - - - - - -



NOTES: 

 

• An exaple of a pie chart. 

peerd 
Patent pending… 15/788,229 ;)  
Will be open sourced on Bitbucket 





1.  Describe the state of the mesh using Cloud Provider API 

2.  Compute the desired state and difference from current state 

3.  Work across accounts and regions to implement desired state 

peerd - Workflow 



1.  No hair-pinning on your own private network 

2.  Routing in the cloud, connectivity to everything 

3.  Reduced management overhead 

peerd - Benefit 



Network Data 



Before (pretty good) 
Gigs of logs going into Splunk 

Auto-discovery of links and devices 
Nagios/SNMP triggering PagerDuty 

Loads of Custom Checks 
sFlow and NetFlow 

MTR and hping 
Grafana graphs (so many!) 

Pingdom 
 

.. but missing actual end-to-end 
distributed visibility 

 



After (better) 
40+ probes 

Loss or latency triggers PagerDuty 
We open Datadog 

Correlate and (most cases) identify 
immediate problem 

Fix the issue or notify the vendor 
 

Vendors and Providers still an issue... 

Before (pretty good) 
Gigs of logs going into Splunk 

Auto-discovery of links and devices 
Nagios/SNMP triggering PagerDuty 

Loads of Custom Checks 
sFlow and NetFlow 

MTR and hping 
Grafana graphs (so many!) 

Pingdom 
 

.. but missing actual end-to-end 
distributed visibility  

 

https://github.com/prometheus/blackbox_exporter 
https://github.com/fbsamples/OpenNetNorad 
Thousandeyes (paid solution) 



Monitoring all-the-things! 

•  IPsec tunnels 

•  MPLS Backbone 

•  Devices 

•  Offices 

•  Internet Links + Load 
Balancers 

•  VPCs and AWS indirectly 

•  Offices 

•  On x86 in our cages / PoPs 

•  VPCs in AWS (one per 
Availability Zone) 

•  Using puppet, ansible or 
containers - depending on the 
environment 













War Stories 



The setup 



The expected behaviour 





What was actually happening 



TCP timeouts from Bitbucket 

SSH proxy tried to connect to [git@bitbucket.org/
104.192.143.1:22]: and failed due to the following error: 
[Authenticating remote session failed]: Connection reset by 
peer] fatal: Could not read from remote repository.



TCP timeouts from Bitbucket 



TCP timeouts from Bitbucket 
Session ID: 65193,
Policy name: internet_shell/60,
State: Active, Timeout: 8, Valid
In: /37884 --> 104.192.143.1/22;tcp, Conn Tag: 0x0, If:, Pkts: 1, Bytes: 56,
Out: 104.192.143.1/22 --> 104.192.139.x/57887;tcp, Conn Tag: 0x0, If:, Pkts: 0, 
Bytes: 0, 

04-Dec-2017 15:00:04 UTC 
30-Nov-2017 16:00:05 UTC 
29-Nov-2017 16:00:04 UTC 
29-Nov-2017 14:00:04 UTC 



TCP timeouts from Bitbucket 



TCP timeouts from Bitbucket 
while true; do netstat -ant|grep SYN_RECV|wc -l; done
netstat –statistics

watch -n 5 "nstat | grep Listen"
TcpExtListenOverflows           6662               0.0
TcpExtListenDrops               11580             

ss -lti '( sport = :22 )’ 
LISTEN     129    128         104.192.143.1:ssh                      :
          rto:1000 mss:536 cwnd:10 unacked:128
LISTEN     117    128         104.192.143.1:ssh                      :
          rto:1000 mss:536 cwnd:10 unacked:117
LISTEN     129    128         104.192.143.1:ssh                      :
          rto:1000 mss:536 cwnd:10 unacked:128

“the TCP implementation will simply drop the SYN packet” - section 14.5, listen 
Backlog Queue in W. Richard Stevens’ textbook TCP/IP Illustrated, Volume 3. 



TCP timeouts from Bitbucket 
net.ipv4.tcp_max_syn_backlog=65535 ( depends on next setting)
net.core.somaxconn=65535
net.core.rmem_max=16777216
net.core.wmem_max=16777216
net.ipv4.tcp_rmem=4096 87380 16777216
net.ipv4.tcp_wmem=4096 65535 16777216
net.ipv4.tcp_slow_start_after_idle=0
net.ipv4.tcp_fastopen=3
net.core.default_qdisc=fq
net.ipv4.tcp_congestion_control=bbr

https://www.techrepublic.com/article/how-to-enable-tcp-bbr-to-improve-network-speed-on-linux/  
https://help.hostunmetered.net/tutorials/tuning-your-os-for-10-gbps-network 
https://blog.apnic.net/2017/05/09/bbr-new-kid-tcp-block/ 
https://wiki.mikejung.biz/Sysctl_tweaks#net.ipv4.tcp_slow_start_after_idle 
http://www.lognormal.com/blog/2012/09/27/linux-tcpip-tuning/ 
https://bradleyf.id.au/nix/shaving-your-rtt-wth-tfo/ 



TCP timeouts from Bitbucket – Final Word 
Boost Network Transaction Performance - Toshiaki Makita (great talk!)  



AWS trying out new things in eu-central-1? 



AWS trying out new things in eu-central-1? 
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Thank you! 


