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An Ongoing DDoS Attack Campaign . . . 

• Considerable political turmoil in Brazil over the last 
18 months

• DDoS attacks against organizations perceived to 
be supporting one faction or another

• LizardStresser IoT botnet variant joined the fray in 
late March/early April 2016 – immediately began 
launching DNS, ntp, SSDP reflection/amplification 
attacks, layer-3/-4 and layer-7 attacks (Slowloris, 
etc.)

• Layer-7 attacks also pushed through Tor 
anonymizer network
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. . . Redoubled During the 2016 Rio Olympics!

• Attack volumes reached 200gb/sec+ in the run-up 
to the Olympics

• Several of the same organizations targeted (we 
think) due to political turmoil also affiliated with the 
Rio Olympics in various ways

• Attackers doubled down during the Olympics!
• Olympics had a significant impact on Internet 

traffic patterns ingressing/egressing/traversing 
Brazilian networks, even without the large-scale 
DDoS attacks
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Total Traffic – City of Rio de Janeiro

~50% traffic increase during the Games
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Total Netflix - Brazil

~50% traffic decrease during the Games
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Total Traffic – Brazil (Internal)

~40% traffic increase during the Games
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Total Traffic Brazil – Opening Ceremony

~20% traffic decrease during the Opening Ceremony
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Content Providers x Rio

~250% traffic increase during the Games
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Google x Rio

~500% traffic increase during the Games
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Netflix x Rio

Traffic Pattern Changed due visitor country timezone
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Facebook x International Servers

~1200% traffic increase during the Games

Content being cached locally
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• Anonymous, LizardSquad, PoodleCorp
• Crafted tools using Javascript and ToR network
• Social Media to recruit participants

Coordinated
Campaigns 

• Slowloris – HTTP Slow request
• Ack-Psh Flood
• Http-Get requests

Application
Attacks

• + 200gb/sec average attacks – UDP reflection/amplification
• 540gb/sec sustained peak attack

Volumetric
Attacks

• GRE Encapsulated Attacks (bypass ACL/Filters)
• ACK-Flood
• UDP reflection/amplification methods – UDP/80, UDP/443, UDP/179
• ICMP echo request – good old ping-flooding!

Techniques Used

DDoS Attacks During the Games
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Rio 2016 – Hacking Campaign
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Telnet Traffic – IoT botnet growing

2015 2016
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Telnet Traffic by Country – Matches Attack SRC
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Captured Netis Router Bot Installation (IoT Botnet Participant)

Instruction to download and 
install the bot malware
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Observed GRE DDoS attack
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Observed ICMP DDoS Attack
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Observed Slowloris – HTTP slow request

End-less http header
X-a: b
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Attack Volume

2015 2016

Rio 2016 Olympic Games

IoT Botnet (observed) initial DDoS activity
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DDoS Timeline – What’s Next?



The picture can't be displayed.

Page 22

Preparation, Coordination, Communication = Mitigation Success

• NetFlow telemetry used for detection/classification/traceback

• ACLs used to enforce reasonable network access policies at upstream 
overlay cloud MSSP

• Intelligent DDoS mitigation systems (IDMSes) used to handle in-profile 
attacks, application-layer attacks at both MSSP and transit ISPs

• Careful provisioning, timely communications about adds/moves/changes 
key to maintaining availability over the course of the attack campaign
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• Constant, co-ordinated communications between all levels
• Targeted organizations
• Upstream transit ISPs
• Cloud MSSP Mitigation Provider

• Well-rehearsed and -executed plan, lessons learned from ongoing attacks 
applied when volumes increased to 540gb/sec, changing attack vectors 
successfully detected/classified/mitigated, ongoing attention to 
service/app/content availability and responsiveness.

• The moral of the story – with preparation, planning, and attention to detail, 
defenders can mitigate the largest, most complex DDoS attacks!

Preparation, Coordination, Communication = Mitigation Success
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Thank You!

mailto:rdobbins@arbor.net
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