
Submarine	
Transmission	

Where	Physics	beats	Standards	
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Trident	Cable	System	
Subsea	Op9cal	fibre	cable	

Four	fibre-pairs,	3570km	

~	45	amplifiers	in	path	

10	Tbps	Perth-Singapore	

16–24	20-30	Tbps	Perth-Jakarta	

Relies on non-standard 
optical technology 
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Outline	

•  Standards	
•  Op9cal	Transmission	
Standards	
(with	no	applica9ons)	

•  Recent	Long-Haul	Op9cal	
Transmission	Reality	(Non-
Standards!)	
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A	standard	-	IEEE	802.3	(Ethernet)	

•  Originally	10Base5	
•  10Base2	–	IEEE802.3a	(1985)		
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Op9cal	Fibre	Ethernet	
	
1993	-	10BaseF	–	10Mbps	
1995	–	100BaseFX	“Fast	Ethernet”		
1998	–	1000Base-X	“Gigabit	Ethernet”	
2002	–	10GBASE-(SR/LR/ER)	“10GigE”	
	
	

MMF     SMF 

“-ZR”	(80km)	?	Non-standard	vendor	
“-BX”	single-fibre?	Non-standard	vendor	
LAN	PHY	–	10.313	Gbps	“tradi9onal”	framing	
WAN	PHY	–	9.953	Gbps,	SDH	STM-64	framing	
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Op9cal	Fibre	Ethernet	
	
1993	-	10BaseF	–	10Mbps	
1995	–	100BaseFX	“Fast	Ethernet”		
1998	–	1000Base-X	“Gigabit	Ethernet”	

MMF     SMF 

2002	–	10GBASE-(SR/LR/ER)	“10GigE”	

1000x	speed	in	9	years	

8 years later…. 
2010 – 40G/100GBase.XXX Ethernet 
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(So	Many	Standards	to	choose	from…)	



40GbE	/	100	GbE	

8 Considerations for scale NGN Access Networks 

Multiple Parallel 
10Gb channels

MMOF requires 
multiple fibres

No long-range 40G -  
datacentres and 

server connect only

100GbE not 
compatible with 

DWDM
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Why	mul9ple	lanes?	

9

Moore’s Law 
Transistor count doubles 

every 24 months 
 

103.3 
104.8 

Bandwidth Requirement outstrips 
Moore’s Law by over 30 times! 

Electronics scaling slowly 

Nielson’s Law 
Link Capacity doubles 

every 18 months 
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Why	mul9ple	lanes?	

Bitrate Bits/metre Bit time 
10Gbps 54.8 91 ps/18.2 mm 
40Gbps 220 22.7 ps/4.5mm 

Speed of Light (in glass)?  

Desktop CPUs: ~2-3GHz limit per core then 2/4/8 cores 
On/Off Lasers: ~10GHz-25GHz per lane then multi lanes 

10Gbps is FAST! 
Only 20 cm per nanosecond 
0.2 mm per picosecond  
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New	Mul9mode	Cabling	&	
Connectors	
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400G	Ethernet	

8 years later…. ~2017/8 – IEEE802.3bs  200GE & 400GE 
MMF	–	32	fibres	(16	in	each	direc9on)	
–	another	new	MPO	connector/cable	

SMF	within	datacentre	–	8	fibres,	new	
PAM4	signal	format	

SMF	“longhaul”	–	only	10km	max.	
Formats	incompa9ble	–	no	
interconnect	with	aienuators	

NO	40km	op9on	-	Incompa9ble	with	
DWDM	long-haul	
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Standards	Bumping	into	Physics	
•  25-50	Gbaud	pushes	boundary	of	physics	and	opto-

electronic	interfaces	–	any	more	increase	is	from	
paralleliza9on	and	mul9ple	lanes		

•  Pace	of	Ethernet	standards	has	slowed	–	from	1000x/9yr	to	
10x/8yr	to	2-4x/8yr	

•  But	Nielsen’s	Law	is	not	slowing	down!	

•  No	capacity	benefit	to	Structured	Cabling	–	s9ll	only	10G/
fibre	MM,	100G/fibre	SM.	MPO	connectors	difficult	to	break	
out.		

•  Adding	latency	–	every	100G+	link	requires	FEC	(Forward	
Error	Correc9on)	&	re-alignment	of	parallel	signals	before	
combining		-	~20-30	microseconds	per	link	
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Ethernet	Irony!	

Point-to-Point									Full	Duplex	

One	transmiier,	One	receiver	per	“wire”	

No	Collisions!	

Ethernet	has	evolved	to	make	
CSMA/CD	superfluous!	

Every	Ethernet	segment	is	now…	
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Intercon9nental	Capacity	

Non-Standards!	
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Long-haul	Op9cal	
Transmission	•  Each	fibre	core	is	expensive	–	

requires	many	amplifiers,	
repeaters,	and	power	

•  Very	low	fibre-count	–	2,4,6	
pairs.	

•  Big	$$$	on	terminal	equipment	
to	maximise	throughput	per	
pair	using	DWDM	techniques	

•  40	–	80	amplifiers	means	high	
aienua9on,	low	SNR,	close	to	
noise	floor	
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Submarine	Channel	Capacity	

Capacity per 
wavelength Year Cable 

2.5 Gbps 1995-2000 various 

10 Gbps 2000-2010 Japan-US, AJC 

40 Gbps 2011 APCN2 upgrade 

100 Gbps 2012- 
SCCS upgrade, 
FASTER, many 

200 Gbps (trial 2014) 
(Japan-US 630km 

segment) 
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Mul9ple	Channels	

•  ITU-T	G.694.1	Spectral	Grids	for	
DWDM	
	

•  Defined ~80 channels, 50 GHz spacing 
80 x 10 Gbps = 800 Gbps per fibre-pair 
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Long	Haul	100G	
•  Line	coding	developed	by	Nortel	

–	DP-QPSK	–	adopted	by	OIF	
(Op9cal	Interworking	Forum)	

•  Combine	2	separate	parallel	
signals	

•  ~112	Gbps	from	2x	25	-	28	
Gbaud	per	sec	carriers	

•  Works through existing 50 GHz DWDM equipment 
•  More robust than 40Gbps NRZ (On-Off-Keying) 
•  shipping equipment from 2010 
•  Completely different from 100G Ethernet signalling 

80 x 100 Gbps = 8 Tbps per fibre-pair 

No interoperable standard 
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100Gbps	–	Non-Standard!	

•  ITU-T	G.959.1	OTN	Physical	Layer	
Interfaces	(2012)	

Class	 Speed	

OTU-1	 2.5	Gbps	

OTU-2	 10	Gbps	

OTU-3	 40	Gbps	

•  No	100Gbps	physical	interface	
defined!	 No standard (use 100GbE) 
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Coherent	Detec9on	
•  ~2010	dedicated	DSP	processors	became	fast	enough	to	

directly	process	op9cal	signal	

•  Sosware	correc9on	for	Chroma9c	&	Polarisa9on	
Dispersion	

•  Locked-Laser	frequency	vastly	beier	noise	rejec9on	&	
sensi9vity	

•  Instantly	enabled	jump	from	10Gbps	to	100	Gbps	
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Narrower	Channels	

Re-paint	the	lane-lines	–	squeeze	
channels	into	37.5	GHz	spacing	

•  80		(+25%)	100	channels	in	the	
same	spectrum	band	

100 x 100 Gbps = 10 Tbps 
per fibre-pair 

Non-standard 
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Wider	‘Superchannels’	

Combine	adjacent	channels	to	carry	
higher	bit-rates	in	less	spectrum	

•  400Gbps	in	(2x50)	100GHz	superchannel	
600 GHz 488 GHz 462.5 GHz 

Infinera White Paper  -  https://www.infinera.com/wp-content/uploads/2015/07/Infinera-WP-Evolution_of_Next-
Gen_Optical_Networks.pdf#page=9&zoom=auto,-12,499 

40 x 400 Gbps = 16 Tbps per fibre-pair 

Non- standard! 



24 

More	Channels	
•  ITU-T	G.694.1	Spectral	Grids	for	DWDM	

	

•  37.5Ghz channels & superchannels completely 
non-standard…. 

•  …until Feb 2012 Edition 2 defined ‘Flexible Grid’ 
on 12.5 GHz granularity. 
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200G,	300G,	400G….	
•  More	complex	encoding	-	8QAM,	16QAM	
(following	radio	tech)	

6240km     2880km    1680km 
  @25Gbaud    100G           150G        200G 

@50Gbaud     200G          300G        400G 
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Beier	Fibre	

•  “Standard”	fibres		–	0.22	dB/km,		core	65μm2	

•  Low-Loss	Fibre	–	0.17dB/km	

•  ~25%	longer	spans,	fewer	repeaters,	lower	noise	
•  Large	EffecGve	Area	fibre	–	core	130μm2		

•  Supports	Higher	signal	power,	bigger	amplifiers	
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Compromises	

•  Currently	at	limit	of	op9cal	&	electrical	
physics	and	speeds	

•  Tradeoff	of	rate	vs	reach	vs	bandwidth	vs	
stability	



Further	into	the	
Future….	

(Spurring	a	new	wave	of	
new	cables…)	
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Mul9-core	Single-mode	
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NTT	labs	

https://www.ntt-review.jp/archive/ntttechnical.php?contents=ntr201412ra3.pdf&mode=show_pdf 
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www.tridentsc.com.au	

Paul.Brooks@tridentsc.com.au	

Ques9ons?	


